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Abstract. Ontology learning (OL) aims at the (semi-)automatic ac-
quisition of ontologies from sources of evidence, typically domain text.
Recently, there has been a trend towards the application of multiple
and heterogeneous evidence sources in OL. Heterogeneous sources pro-
vide benefits, such as higher accuracy by exploiting redundancy across
evidence sources, and including complementary information. When us-
ing evidence sources which are heterogeneous in quality, amount of data
provided and type, then a number of questions arise, for example: How
many sources are needed to see significant benefits from heterogeneity,
what is an appropriate number of evidences per source, is balancing the
number of evidences per source important, and to what degree can the
integration of multiple sources overcome low quality input of individual
sources? This research presents an extensive evaluation based on an ex-
isting OL system. It gives answers and insights on the research questions
posed for the OL task of concept detection, and provides further hints
from experience made. Among other things, our results suggest that a
moderate number of evidences per source as well as a moderate number
of sources resulting in a few thousand data instances are sufficient to
exploit the benefits of heterogeneous evidence integration.

Keywords: heterogeneous evidence sources, ontology learning, evidence
integration, spreading activation

1 Introduction

Ontologies are a cornerstone technology and backbone for the Semantic Web,
but the manual creation of ontologies is cumbersome and expensive, therefore
there have been many efforts towards (semi-)automatic ontology generation in
order to assist ontology engineers.

The process of ontology learning (typically from text) in a first step extracts
facts (lexical entries) and patterns (evidence) from text, and then turns them
into shareable high-level constructs. This includes the identification of domain
concepts, which is an ontology learning (OL) task building on term extraction
and the detection of synonyms [2].

OL evolved from working on static domain text to Web sources, and more
recently there are a few approaches that make use of multiple and heterogeneous
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data sources (see next section for more details). The introduction of heteroge-
neous sources into the learning process offers the potential for higher levels of
accuracy, on the other hand there are challenges regarding the meaningful inte-
gration and balancing (of the impact) of sources. Manzano-Macho et al. [6] list
some of the reasons for increased accuracy when using heterogeneous evidence
sources: (i) redundancy of information in different sources represents a measure
of relevance and trust, and (ii) additional sources can provide complementary
data and valuable information that the other sources did not detect.

The question arising is to quantify the gains in accuracy in various OL tasks
when using heterogeneous evidence sources. In this paper we take a detailed look
on gains in the concept detection task. So, the research question is: How does the
number and the characteristics of heterogeneous evidence sources affect accuracy
(ie. the ratio of relevant concept candidates) in concept detection? In other
words, the problem is as follows: We start with an OL system that includes a
number of (heterogeneous) evidence acquisition methods, which basically provide
terminology (heterogeneous lists of terms). These are the input, the output of
concept detection are a number of domain concept candidates. In the evaluation
section we study the impact of the (i) number of evidence sources, (i) number
of evidences per source, (iii) heterogeneity and quality of sources and (iv) the
balance between sources on the accuracy of concept detection.

The evidence used in the OL system is heterogeneous in various respects. It
originates from different sources such as Web documents, social Web APIs, and
structured sources, and from different extraction methods applied. This leads to
heterogeneity regarding the quality of evidence, the vocabulary used, the number
of evidences and the dynamics of the source (see Section 4).

The experiments are conducted with an OL system (see Section 3) that gen-
erates lightweight ontologies using the spreading activation algorithm [5] to in-
tegrate evidence. Lightweight ontologies typically only contain concepts, taxo-
nomic relations and unlabeled non-taxonomic relations, and are applied in many
areas, e.g. to fuel everyday applications like Web search and enabling intelligent
systems [19]. For the experiments, the architecture generated lightweight on-
tologies in two different domains (“climate change” and “tennis”) in monthly
intervals from scratch. As spreading activation is a simple and intuitive way to
integrate heterogeneous evidence, the results can largely be generalized to other
OL systems and integration logics for heterogeneous evidence which use a similar
approach.

The outline of the paper is as follows: After presenting related work in Sec-
tion 2, Section 3 introduces the OL system used in the experiments. Section 4
provides details about the heterogeneous sources of evidence. Results of the ex-
tensive experiments are found in Section 5, Section 6 concludes with a summary,
the main contributions, and future work.
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2 Related Work

Most OL systems learn ontologies from only one source, typically domain text,
e.g. Text20nto [4] or OntoLearn Reloaded [14]. Some authors, e.g. Sanchez and
Moreno [12], combine corpus-based methods with Web statistics for ontology
learning tasks. Others exploit structured data present in the current Semantic
Web, e.g. Alani [1], who proposes a method for ontology building by cutting
and pasting segments from online ontologies. More recently, some systems start
to make use of heterogeneous evidence sources in OL. Using only one evidence
source typically results in modest levels of accuracy [6], the combination of sev-
eral sources may partially overcome this problem.

Manzano-Macho et al. [6] present an architecture which learns from multiple
sources using a number of methods. In the acquisition layer the system learns hy-
potheses about candidate elements (the core terminology of the domain) which
include a probability of relevance and relations to other candidate elements.
Acquisition uses statistical methods as well as NLP tools and visual (HTML
layout-based) methods. Furthermore, the system filters for domain relevance,
detects domain concepts and taxonomic relations, and evaluates the resulting
ontology against a pre-selected reference ontology. OntoElect [13] is methodol-
ogy for ontology engineering, which applies term extraction to papers by domain
experts. They also describe termhood saturation experienced when extending
the collection of papers. Among the few papers which focus on OL from het-
erogeneous sources is also an approach by Cimiano et al. [3] to learn taxonomic
relations. This method converts evidence into first order logic features, and then
uses standard classifiers (supervised machine learning) on the integrated data to
find good combinations of input sources. The input sources include data from
lexico-syntactical pattern matching, head matching and subsumption heuristics
applied to domain text. Vélker et al. [15] propose a similar approach which uses
the confidence scores of several heterogeneous methods as features in a classifier,
aiming to enrich existing ontologies with disjointness axioms. Manzano-Macho
et al. [6] focus on small corpora of high quality domain text, our system how-
ever uses noisy and evolving data from the Web and also includes more diverse
sources such as APIs from social media Websites and a linked data source (DB-
pedia). In terms of evaluation, we employ user-based evaluation with domain
experts (see below), whereas Manzano-Macho et al. [6] compare their results
against a reference ontology. Gacitua and Sawyer [8] present a quantitative com-
parison of technique combinations for concept extraction. Although the goal is
similar to our work, they investigate which process pipeline of NLP techniques
is most helpful for term extraction from a domain corpus, whereas we study the
balancing of term lists stemming from heterogeneous evidence sources.

As mentioned, the skillful combination and balancing of evidence sources is a
crucial factor to leverage the potential of heterogeneous sources. Spreading acti-
vation, which is a method for searching semantic networks and neural networks,
is the key tool to integrate evidence sources in our framework. Spreading acti-
vation is also frequently used in information retrieval. In his survey Crestani [5]
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concludes that spreading activation is capable of providing good results in asso-
ciative information retrieval.

3 The Ontology Learning Framework

As each ontology is generated from scratch, it is straightforward to measure
and compare results obtained by using different settings (regarding the evidence
from heterogeneous input sources). The experiments discussed in this paper were
conducted with an OL system first published by Liu et al. [11]. The generated
ontologies are lightweight [18], most OL systems aim at learning ontologies which
make little or no use of axioms (lightweight ontologies) [19].
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As the basic OL framework has been presented before, its description will be
kept to a minimum. This section focuses on the new components and elements
necessary to understand the evidence integration processes.

The basic workflow of the system, shown in Figure 1, is as follows:

1. The OL starts from a small seed ontology — typically only a few concepts, for
example [global warming subClassOf climate_change.] in the domain
of climate change, in the tennis domain it is [tennis_match subClassOf
tennis.].

2. Collection of evidence for all seed concepts from the evidence sources (details

on the sources of evidence are found in the next section).

. Integrate the evidence in a so-called semantic network.

. Transform the semantic network into a spreading activation network.

5. The spreading activation algorithm yields new concept candidates (concept
detection phase).

6. Domain experts rate concept candidates as either relevant to the domain or
non-relevant.

=
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7. Relation detection and positioning of new (relevant) concepts in the ontology.
8. Start over with step one, using the extended ontology as seed ontology in
the next iteration. Thereby the ontology gets bigger and more granular.

9. Finally, after a predefined number of extension iterations: Stop.

The parts of Figure 1 highlighted light-gray are the most interesting regarding
the evaluation of the system. These parts are either covered in more detail in
the upcoming section (evidence sources), or in the remainder of this section.

The neural network technique of spreading activation is a crucial algorithm in
the system, used for the selection of new candidate concepts and also in concept
positioning. Spreading activation typically activates a number of seed nodes, the
algorithm then propagates the activation energy through the network according
to link weights. In the iterative process a decay factor D is used to diminish
activation propagation farther away from the seed nodes. In concept selection the
system simply picks the n candidates with the highest activation level after the
spreading activation process has finished, we typically use 25 for n. All evidence is
collected with automated methods, which provide some relevant, but also many
irrelevant, terms. Irrelevant terms may be hardly or not domain-relevant at all,
or too specific, i.e. on a too detailed level of granularity. Spreading activation
helps to distinguish relevant terms by integrating all collected information.

The only point in the OL cycle where human intervention is needed is rele-
vance assessment of new concept candidates. It is still unclear if fully automated
OL is feasible at all [19]. In the experiments, domain experts evaluated concept
candidates. To increase scalability, a component that distributes evaluation tasks
to online labor markets (esp. CrowdFlower!) is under development.

4 Generation of Evidence

To understand the characteristics of evidence sources, it is necessary to under-
stand the data sources we use, and the methods to extract evidence from these
data sources. The evidence sources (listed in Section 4.3) emerge from the ap-
plication of extraction methods to data sources.

4.1 Heterogeneous Data Sources

In this paper we distinguish between evidence and data sources. Data sources
refer to the raw resources, they include domain text from various origins, struc-
tured data (WordNet, DBpedia), and calls to social media APIs.

Figure 2 provides an overview of the data sources used. Most importantly,
the data sources include (i) Domain text corpora. Using the webLyzard suite
of Web mining tools? the framework generates corpora from news media (seg-
regated by geo-location), social media (public postings on Facebook, Youtube,
Twitter, etc.) and other sites such as NGO’s Websites and the Fortune 1000.

! crowdflower.com
2 www.weblyzard.com
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Fig. 2. Heterogeneous data sources used.

Web content typically needs content extraction (boilerplate removal), we apply
the approach discussed in [10]. A domain detection tool yields domain-specific
documents in the given time interval (month). Domain-detection is only applied
for the climate change domain, in the tennis domain the system uses general
(news) media corpora. Furthermore, the system uses structured sources, that
is WordNet and the DBpedia dataset. And finally, we execute (iii) API calls to
(social) Web services.

4.2 Extraction Methods

The OL system applies a variety of methods to extract terminology from the
data sources — depending on their type. For all text-based sources, we currently
use: (i) Computation of keywords for a seed concept (represented by its label).
The keyword service (see [11] for details) detects significant phrases and applies
co-occurrence statistics to generate a list of keywords ordered by x? significance.
The keywords appear in the same page (document) or sentence as the concept.
For short documents (tweets, Facebook postings) we only compute page-level
keywords. (ii) Hearst patterns [9], which are lexical patterns to find common
phrases that link hypo-/hypernym pairs.

Table 1 includes example data for term extraction, it presents a short snippet
of page-level keywords generated for the seed concept “CO2” from UK news
media text (evidence source no. 4) in July 2013. This demonstrates the typical
characteristics of evidence acquisition: some terms are relevant to the climate
change domain, some are not relevant, some are too specific. A full listing of
evidence for a seed term (“C0O2”) and examples of ontology run results is found
at https://ai.wu.ac.at/~wohlg/conf_data. A demo portal of the underlying
OL system is available at http://hugo.ai.wu.ac.at:5050.

Social Web APIs (Twitter, Flickr) which directly provide related terms (or
“tags”) are simply queried with a seed concept label as input to extract termi-
nology. These APIs typically provide very recent terminology and are helpful to
collect terms complementary to text sources. Example data for social sources is
found in Weichselbraun et al. [16].

Finally, regarding structured sources, from WordNet [7] the system extracts
hyponyms, hypernyms, and synonyms for an input term, see Liu et al. [11] for
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Term Significance| Term Significance
carbon price floor 164.85 emission  110.48

sec 135.54 air 99.99
fertilisation 133.63 waste 90.17

PM10 123.45 0-62mph  89.12
environment committee 121.27 flame 86.74

member state 114.62 carbon tax 78.53

Table 1. Example evidence (keywords and their x? co-occurrence significance) for the
seed concept “CO2".

details and examples. We also query the DBpedia SPARQL endpoint® with dbpe-
dia:acronyms, dcterms:subject and dbpedia:othernames predicates to get related
terms to a seed term. For our example of term “CO2”, dcterms:subject suggests
the following terms from DBpedia: “Acid anhydrides”, “Acidic oxides”, “Carbon
dioxide”, “Coolants”, “Fire suppression agents”, “Greenhouse gases”, etc.

4.3 Evidence Sources

This section primarily gives an overview about all 32 heterogeneous sources of
evidence used in the experiments with an OL system. As already mentioned, ev-
idence sources arise from the application of extraction methods on data sources.
Table 2 presents the 26 evidence sources originating from using the keyword and
Hearst pattern techniques on domain text data sources.

Method
Data sources
domain text from: Keywords/page Keywords/sentence Hearst patterns
US news media 1 2 3
UK news media 4 5 6
AU/NZ news media 7 8 9
other news media 10 11 12
Social media: T'witter 13 - 14
Social media: Youtube 15 - 16
Social media: Facebook 17 - 18
Social media: Google+ 19 - 20
NGOs Websites 21 22 23
Fortune 1000 Websites 24 25 26

Table 2. The 26 evidences sources used in the ontology learning process based on
domain text. The data is collected from the Web to create corpora in monthly intervals.

Every line in Table 2 represents a data source. Each text data source (ex-
cept the ones with very short documents), yields three evidence sources, namely

3 dbpedia.org/sparql
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keywords on page (document) level, keywords on sentence level, and relations
(and terms) extracted with Hearst patterns [9]. 26 of 32 evidence sources extract
terminology from text, making domain text corpora an important input to the
system.

Method
Data source:| hypernyms hyponyms synonyms API SPARQL
WordNet 27 28 29 - -
DBpedia - - - - 30
Twitter - - - 31 -
Flickr - - - 32 -

Table 3. The remaining 6 evidence sources, which are based on WordNet, Social Media
APIs, and DBpedia.

The remaining 6 evidence sources extract terms from WordNet and DBpedia,
or with social Web API queries as shown in Table 3.

Obviously, the 32 sources are heterogeneous in type and number of results,
we use spreading activation to integrate evidence (see Section 3) and parameters
to balance and limit the number of evidences per source (see below).

5 Evaluation

This section includes evaluation results of ontology learning (OL) experiments
conducted between July 2013 and December 2014. Starting from the seed on-
tology the system generated 75 concept candidates (3 runs of 25 concepts each)
per ontology — this fixed number of 75 concept candidates per ontology was used
in all upcoming experiments, irrespective of the number of evidence sources
used. After Section 5.1 provides details about the evidence (term lists) used,
Section 5.2 describes the experiments for integrating heterogeneous evidence.
Section 5.3 discusses concept relevance assessment.

5.1 Characteristics of Evidence Sources

In order to get a meaningful interpretation of evidence balancing and integra-
tion, first the characteristics of the underlying input data need to be investigated.
Two properties greatly vary between evidence sources: the number of evidences
provided (for a seed concept), and the average term quality per evidence acqui-
sition method. Term quality was measured as the ratio of terms supplied by the
respectively method which label a relevant domain concept. A domain expert
manually evaluated sufficiently large term lists for different seed concepts and
methods — resulting in a few thousand terms — to assess term quality.

Table 4 gives an overview of these characteristics. It lists the methods de-
scribed in Section 4, and gives the rough average numbers of evidences per seed
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Term Quality
Method: Avg. Num. of Evid.| Top 25 Top 100 Top 500
Keywords/page 400 0.31 0.26 0.12
Keywords/sentence 200 0.27 0.19 0.10
Hearst Patterns 18 0.15
API Twitter 70 0.10
API Flickr 16 0.18
WordNet (Hypernyms) 15 0.24
WordNet (Hyponyms) 17 0.21
DBpedia 13 0.27
Table 4. Average number of evidence and evidence quality per extraction method.

concept which the evidence sources provide (Avg. Num. of Evid.). Furthermore,
the table includes term quality in the remaining columns. Only co-occurrence
statistics-based terms (keywords) have a significance value assigned (and are
thereby ordered), for these we evaluated the top 25, top 100, and top 500 most
significant terms. For all other sources we evaluated all terms supplied. Table 4
shows (i) that the average number of evidences greatly differs between sources,
and also that term quality varies to a large extent. Term quality is high for the 25
most significant keywords per seed concept, and also for terms provided by Word-
Net and DBpedia. Keywords of low significance, and social sources (esp. Twitter)
yield low quality terms on average. Hearst patterns generate rather sparse results
which are of moderate quality.

One aspect of using heterogeneous sources is that they provide comple-
mentary input to better cover the domain of interest. In our system, corpus-
based techniques (mostly keywords) account for the base layer of evidence. Apart
from text-based input, social sources add very recent and emotional terminology,
helpful to improve results and capture dynamic aspects of the domain [16], but
also include a large share of noise, typos, etc. WordNet typically offers general
and high quality input, which also helps to build the taxonomic backbone, but
does not reflect dynamic aspects of domain evolution. The current version of
SPARQL queries against DBpedia returns specific and technical terms, but also
many terms which are too specific or not relevant to the domain.

Balancing the number of evidences. As seen in Table 4, if not limited, the
number of evidences (terms) supplied strongly varies between evidence sources.
Whereas the number of keywords for a concept sometimes exceeds 1000 terms,
other sources provide comparably few results. In the upcoming section we present
experiments where the number of evidences per source is either not limited, or
limited to a maximum number of evidences per source to (i) balance the influence
of sources on the resulting ontology and (ii) study which impact the amount of
evidence has on the quality of concept candidates suggested by the OL system.
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5.2 Leveraging and Balancing Sources and Evidences

As stated in Section 1, the goal of this research is to provide hints and insights
on the combination and integration of heterogeneous evidence sources in OL
(specifically for the concept detection phase) which can be generalized.

Relevant concept candidates generated

Accuracy = (1)

In this section, we measured the accuracy of the system by the ratio of
relevant concept candidates resulting from the OL system, see Equation 1. Other
aspects, such as the positioning of new concepts in the ontology and the detection
and labeling of relations are not part of this study, some of these points are
covered in [17].

All concept candidates generated

The Number of FEvidences per Source. The first question to address is the
impact of the number of evidences per source on the quality of concept candi-
dates. Table 5 summarizes experiments where every of the 32 evidence sources
was limited to suggest only 5, 10, etc. evidences per seed concept. As discussed
in the previous section, some sources like WordNet or DBpedia typically provide
very few evidence, whereas keyword-based sources produce up to 1000 terms per
source. Obviously, limiting all sources to (for example) 10 evidences per seed con-
cept, will reduce the impact of keyword-based sources. Using limits i) balances
to number of evidence between sources, ii) saves computation time, but also iii)
removes data which might be helpful in the spreading activation (ie. evidence
integration) process. We use two domains in the experiments, climate change
and tennis. The climate change ontologies were generated from scratch in every
month between July 2013 and November 2014, the tennis ontologies between
July 2014 and November 2014. The accuracy numbers in Table 5 are based on
17 ontologies computed per respective setting for climate change, which leads to
1275 (75 % 17) concept candidates per setting. In the tennis domain, we have 5
ontologies per setting with 375 concept candidates. If not stated otherwise, these
numbers also apply to upcoming tables later in this section.

With very few evidences per source (limit=>5), the benefits of redundancy and
integration of heterogeneous sources are small (poor accuracy), although using
only the best (most significant) keywords. Only in interactive systems where run-
time is a very critical issue such a setting should be considered. On the other
hand, in our experiments with a limit of 200 or more evidences per seed concept,
the number of evidences per source is unbalanced, and more and more keywords
with low significance are added to the spreading algorithm network, negative
effects exceed the benefits of additional evidence data. Accuracy is lower in the
tennis domain, we attribute this to the underlying data used, which are general
domain-agnostic (news) media corpora, whereas for climate change the system
uses domain-specific corpora.

In contrast to our initial expectations that more evidence is always better
regarding resulting ontology quality (although it will be computationally expen-
sive), even low numbers (limit=10) allow high accuracy if evidence is ranked
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No. of Evidences [ Acc. CC [ Acc. Tennis [ Acc. Random Keyw. CC ‘

limit=>5 56.44 46.80 52.72
limit=10 64.05 55.53 56.51
limit=20 67.57 60.27 60.98
limit=50 68.68 59.87 61.64
limit=100 67.79 58.27 62.73
limit=200 67.87 58.53 65.13
limit=500 66.39 57.88 66.01

no limit 66.29 57.34 66.29

Table 5. Accuracy of concept detection (percentage of relevant concept candidates) for
the domains of climate change (CC) and tennis depending on the number of evidences
per source, with default and random selection of keyword evidence.

by expected quality. In our system keywords are ranked by their significance
value. Our experiments suggest that in the range of 20 to 50 terms per evidence
source very good or even best results can be expected. However, this is only true
while using a sufficient number of evidence sources (see below). A remark: the
differences in accuracy in Table 5 are statistically significant, eg. with p = 0.009
between accuracy of limit=10 and limit=20.

A more detailed look at the ontologies exhibits a more frequent occurrence
of specific and exotic (but still relevant) concepts when using a low limit (such
as limit=5), while a high limit promotes more general terms. This fact, which
is in favor of high limit settings is not reflected by the data in Table 5.

Out of curiosity we also experimented with choosing keywords randomly from
the list of all keywords (instead using of the most significant), see column Acc.
Random Keyw. CC in Table 5. As expected this lowers the accuracy with low
limits, and gives a more realistic picture for systems where evidence per source is
not ordered. Therefore, in a machine learning environment where the expected
quality of evidence is unknown and there is no explicit grading, it is advisable to
use more evidence per source to fully benefit from redundancy. Another experi-
ment, in which the keyword significance (as yielded by co-occurrence statistics)
was not used at all, gave very poor results. This confirms that the quality of
sources is important, and that low-quality evidence cannot be compensated by
using multiple sources entirely.

In summary, it is important to have enough data to benefit from redundancy
and aggregation. Additional evidence beyond this point can even have a negative
impact if the balance between sources is lost, or the quality of additional evidence
is not sufficient.

The Number of Evidence Sources Used. Not only the number of evidences
per source is important, also the influence of the number of heterogeneous sources
on the learning algorithm has to be taken into consideration. We evaluated the
impact of using (i) only one source which yields rather low quality terms (1 Twit-
ter), (ii) only one source with high quality input (page-level keywords from UK
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media — I UK-KW-page), (iii) five random sources (5 sources), (iv) 15 sources,
(v) all sources (32 sources). Table 6 presents the results for these five variants, it
shows the outcome for limit settings with the number of evidences (terms) not
exceeding 50 and 200, respectively.

l %Relevant [ 1 (Twitter)[ 1 (UK-KW—page)[ 5 srcs[ 15 srcs| 32 srcs

CC limit=50 16.54 48.80 59.52 | 68.28 68.84
CC limit=200 19.85 49.78 57.48 | 67.73 67.64
Tennis limit=50 21.15 50.67 52.25 | 56.88 57.87
Tennis limit=200 23.17 52.78 54.33 | 57.74 58.33

Table 6. Accuracy (percentage of relevant concept candidates) of concept detection
regarding the number of evidence sources (“srcs”) used — for two limit-settings, in the
domains of climate change and tennis.

When relying on a single source, the quality of evidence of that source is
essential, obviously — see 1 Twitter and I UK-KW-Page. In our experiments,
5 sources of mixed quality are sufficient to see the benefits of using multiple
sources. Around 15 sources can be enough to gain the full advantage of hetero-
geneous evidence integration and redundancy. This means that a small and com-
putationally efficient spreading activation network with a sum of a few thousand
terms (suggested by 10-15 sources) can be quite enough to get best results. The
difference between 5 and 15 evidence sources is statistically significant e.g. for
the climate change domain as confirmed with a binomial test (p =~ 0.0006 for
both limit settings).

The know-how regarding the minimal number of sources necessary can be
helpful in various situations: (i) when setting up a new system, (ii) when there
is need to scale down an existing system that is too slow or consumes too many
resources, (iii) when there is need to use only a subset of evidence sources for
a particular application. For example, we plan ontology evolution and trend de-
tection experiments in which we will only use sources which are highly dynamic,
and omit more static sources such as WordNet.

The Number of Seed Concepts. Finally, we investigated the impact of the
type and number of seed concepts for which evidence is collected. Our system
learns ontologies in 3 iterations of extension. In the first iteration (Stage!) there
are only very few seed concepts (in the climate domain: “climate change” and
“global warming”), which are obviously very relevant to the domain. The seed
concepts in Stage2 are the expert confirmed concepts learned in Stagel, in Stage3
the system uses the concepts acquired in Stage2. The concepts in Stage2 are typ-
ically more general than in in Stage3, in which the ontology gets more granular.
Table 7 presents the ratio of relevant concepts suggested regarding the stage (the
number and granularity of seed concepts) and the number of evidences used.



Heterogeneous Sources of Evidence in Ontology Learning 13

[ Stagel — 2 SC [ Stage2 — ca. 18 SC [ Stage3 — ca. 35 SC ‘

limit=>5 54.67 61.87 56.53
limit=>50 80.30 69.96 55.56
limit=200 78.83 68.33 56.22

Table 7. Accuracy depending on seed concepts (SC) and evidence limit applied.

A combination of a low number of seed concepts in Stage! and low number of
evidences (limit=5) does not provide spreading activation with enough data to
produce good results. Such a setting creates a network with only a few hundred
evidences (2 SC * 32 sources * 5 evidences per source). This is well below the
critical number of evidences of a few thousand (according to our experiments)
which is needed for high accuracy. On the other hand, when the number of
seed concepts is high, then a high number of evidences per seed concept offers
no additional benefit, accuracy for limit=50 and limit=200 is very similar. The
best results are achieved in Stagel, which uses domain concepts of high relevance
and generality, and enough evidence to exploit redundancy (limit > 50). The
accuracy in Stages 2 and 3 is diminishing, because the seed concepts tend to get
less domain-relevant with increasing distance from the initial seed ontology.

Observations. A list of key observations and hints concludes this section: (i)
It is critical to ensure having enough evidence to benefit from redundancy at
every step of the learning cycle. In our system enough evidence corresponds to
at least a few thousand pieces of evidence (terms). Additional evidence beyond
this points only slows the system down while providing little use. (ii) When
there is no order (regarding quality) in evidence data, then more evidence will
be needed to get the best results. (iii) Using our evidence integration method
and settings, around 10-15 sources of heterogeneous evidence are sufficient to
gain the full effect of evidence integration. (iv) Balancing input from evidence
sources is typically more important than the raw number of evidence per source.

And interesting strain of future work will be the attempt to optimize the
source impact vector (SIV), which controls the influence of a particular source
on the learning process. In this research we use a uniform source impact for
all evidence sources as the goal is to study the balancing of evidence. In future
work we will try to find an (almost) optimal configuration of impact of evidence
sources in the spreading activation network. Preliminary studies show that this
will lead to a significantly higher accuracy of the system.

5.3 Relevance Assessment

This section, which concludes the evaluation, takes an alternative view at the
judgments on concept relevance made by the domain experts, especially on con-
cept candidates rated non-relevant.When rating concept candidates, domain ex-
perts had only two choices: relevant or non-relevant to the domain at the given
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level of granularity. We took a more detailed look at concept candidates that
were rated as non-relevant. From 100 candidates rated non-relevant to the do-
main of climate change, 61% were in fact at least partly relevant to the domain,
but very generic or too specific. Only the remaining 39% were not relevant at
all, but according to the domain experts not relevant for this level of granularity.
For this reason, depending on point of view and granularity, the accuracy of the
OL system is higher than stated in the evaluation data. Among the 61% of can-
didates partly relevant to the domain of climate change are mostly terms that
are too generic (for example: “impact”, “mitigation”, “issue”, “policy”, etc.).
The 39% of clearly non-relevant terms include fragments from the phrase de-
tection algorithm such as “change conference” or candidates simply unrelated
(“century”, “level”, “wave”).

6 CONCLUSIONS

The integration of heterogeneous evidence sources can improve accuracy in on-
tology learning and other areas which use similar machine learning techniques
and multiple evidence sources. In this paper we study how a system needs to be
set up to gain the desired results, and give hints and insights on the impact on
accuracy of the number of evidences per source, the number of evidence sources,
of quality per evidence source, etc. Among the key findings and contributions is
the surprising fact that a limited number of evidences — a few thousand terms
from heterogeneous sources — provides results of similar quality compared to
using much higher numbers. In addition, in our experiments around 10-15 ev-
idence sources were sufficient to gain full benefits of redundancy and evidence
aggregation. Heterogeneous sources of evidence not only help to raise accuracy,
but also offer complementary vocabulary to cover the domain.

Future work will apply the presented experiments to similar systems. We
expect similar results as the basic characteristics of evidence integration do not
change. Furthermore, we will further optimize the system using the source im-
pact vector (SIV) by (i) adapting the SIV over time according to the quality
of concept candidates suggested by the source to increase the impact of sources
that consistently suggest a high ratio of relevant concepts, and (ii) conducting
optimization experiments of find an optimal configuration for the SIV.
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